
Introduction 
Data mining is the process used to

analyze a large amount of

heterogeneous data to extract useful

information from it. Clustering is one of

the main data mining techniques used

to divide the data into several groups

and each group is called a cluster. As a

reason of many applications that

depend on clustering techniques, while

there is no combined method for

clustering, this study focuses on the

comparison between k-mean, Fuzzy c-

mean, self organizing map (SOM) and

support vector clustering (SVC) to show

how those algorithms solve the

clustering problem, and then; comparing

the new methods of clustering (SVC)

with the traditional clustering methods

(K-mean, fuzzy c-mean and SOM), and

show how the studies improves SVC

algorithm.

Table 1. Time comparison for FCM and K-mean

Table 2. space comparison for FCM and K-mean

Table 3. Time and space comparison for FCM and K-mean

Table 4. The relationship between number of cluster s and

algorithm performance

Figure 1: The relationship between number of       

cluster s and algorithm performance 

Table 5. Time comparison for SVC and iSVC

Table 6. Time comparison for different labeling 

approaches for SVC

Table 7. Time complexity analysis for the 

different SVC improvements

Results:
The main findings of this study shows

that:

•The time and space complexity for k-

mean is lower the fuzzy c-mean.

•The performance of SOM algorithm

becomes lower than k-mean as the

number of cluster K becomes greater.

•The SVC is a better algorithm for

clustering because it provides a general

clustering solution which is applicable to

a variety of applications, and it doesn't

require any a assumption about the

number or the shape of cluster, and

deals with outliers.

•The proximity graph and gradient

decent method are the best

enhancements for SVC; because they

have the best time over the other

enhancements.
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Objectives:
The main objective of this study is to

compare between the various clustering

techniques, which is essential for data

mining, and to achieve this objective,

this study will go further insight a cross

the following comparisons:

1. Show how the clustering algorithms

such as k-mean, fuzzy c-mean, self

organizing map (SOM) and support

vector clustering (SVC) solve the

clustering problem.

2. Compare the SVC with the traditional

clustering algorithms such as k-mean

and fuzzy c-mean and SOM in term

the way that it works, Time

complexity, outliers and the number

of clusters.

3. Compare the several enhancements

that is proposed to improve SVC in

term of time complexity.

4. Provide a suitable recommendation

regarding to the suitable clustering

algorithm.

Proposed study:
This study compares between the

various traditional clustering techniques;

mainly k-mean, fuzzy c-mean, SOM and

SVC, in order to show how they solve

the clustering problem. And then,

comparing the SVC as a new clustering

method with the traditional methods to

find out the enhancements of the SVC.

Comparisons:
Table 1, table 2, and table 3 shows the

comparisons between k-mean and Fuzzy

c-mean in terms of time and space

complexity. Where table 4 and figure 1

compares k-mean and SOM algorithms.

And table 5 compares SVC and iSVC in

term of time. And table 6 compares the

different labeling strategy for SVC in term

of time. Finally, table 7 compares the

different enhancements of SVC algorithm

in term of time complexity.
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